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Desktop to Cloud Migration 

ÅD2CM is a tool developed in the University of Tartu 
as part of an FP7 project called REMICS 
ïREMICS - άwŜǳǎŜ ŀƴŘ aƛƎǊŀǘƛƻƴ ƻŦ [ŜƎŀŎȅ !ǇǇƭƛŎŀǘƛƻƴǎ ǘƻ 
LƴǘŜǊƻǇŜǊŀōƭŜ /ƭƻǳŘ {ŜǊǾƛŎŜǎέ 

ÅEnables scientists to deploy scientific experiments on 
Cloud infrastructure 

ÅMain assumptions: 
ïNon computer-scientists do not have significant knowledge 

of computer science, clouds and migration procedures.  

ïThey are only interested in submiting  an experiment and 
collecting the results after some time. 
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Goals 

ÅSimplify the use of cloud resources 

ïScientists often work with virtual machines to 
separate their work and computational experiments 

ÅSupport full start-to-end migration of scientific 
experiments to the cloud 

ÅRetain total control over the environment and 
installed libraries. 

ïChoosing correct optimization libraries is vital for HPC  

ÅBe easy to use 
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Goals 

ÅEnable to scale up scientific experiments 

ïHorizontal scalability 

ÅConcurrent execution of parallel subtasks 

ïMPI, OpenMP, ... 

ÅBatch processing 

ïMultiple experiments at once 

ïVertical scalability 
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D2CM execution flow 

ÅEnter cloud credentials 

ÅAdd desktop image 

ÅMigrate the image to a specific cloud (region) 

ÅSpecify deployment template 

ÅCreate a new deployment from the template 

ÅRun the deployment in a specific cloud 

ÅMonitor the deployment  

ÅDownload the results 
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Migration 

ÅStarted with migration to Amazon and Eucalyptus  
ïBoth based on XEN 

ïProof-of-Concept implementation 

ÅUse a prepared image in VirtualBox, where 
everything needed for the experiment is installed.  

ÅTransform it into a compatible cloud image 
ïPackage kernels 

ïInstall additional software  

ÅMove it to the target cloud 
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Deployment 

ÅUses deployment templates to describe the 
configuration of the IaaS resources.  
ïDefine roles 
ÅInstance type/resources allocated 

ÅNumber of  instances 

ïDefine actions for each role 
ÅUploads 

ÅInitialization commands 

ÅRun commands 

ÅDeployment ending conditions 

ÅDownloads 
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Deploy experiments 

ÅStart the required instances 

ïCertain number for each role 

ï Certan type of cloud instance  

ÅExecute the deployment scripts and 
commands 

ÅRun the experiment 

ÅTrack the ending conditions for roles 
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Monitoring 

ÅUses CollectD to keep track of Linux Virtual machines 

ïMemory usage 

ïProcessor load 

ïNetwork  

ÅCombined and separate graphical views for roles 

ÅScientist can see how well the resources are utilized 

ÅProvides feedback 

ïIs the deployment working as intended 

ïWas the deployment  chosen correctly 
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Monitoring 
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Cost prediction 

ÅMonetary cost is important when running 
experiments in public cloud 

ïPrice per hour cost 

ïEstimating the total runtime based on previous 
experiments 
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Use Case 

ÅRunning computational elecrochemical 
experiments in the cloud, using  
ïGPAW -  Grid-base Projector-Augmented Wave Method 

ïASE  - Atomic Simulation Environment 

ÅImproving the design of supercapasitors by 
simulating and studying room temperature 
Ionic liquids (RTIL)   

ïImprove the energy density of supercapasitors 
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Setup to be migrated 

ÅClusters and desktop PCs with custom 
configuration 
ïGPAW 0.8 

ïASE 3.5.1 

ïBLAS, LAPACK, BLACS, ScaLAPACK 

ïPython 2.6, NumPy 1.5 

ïOpenMPI and etc. 
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Use case execution 

ÅUse an existing Virtualbox image  
ÅMigrate the VM image to local and public cloud 
ÅDefine the deployment template  
ÅDeploy experiments in: 
ïVirtualBox: confirm that everything works 
ïLocal cloud: confirm the size of needed deployment 
ïPublic cloud: running the actual experiment  

ÅMonitor the proccess  
ÅAccess the downloaded results 
ÅReuse migrated images and deployment templates to 

run new experiments 
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Feedback from users 

ÅConvinient to run experiments by cloning and 
modifying previous deploments 

ÅSimple vertical scalability is extremely useful 

ÅMonitoring is important  

ÅShould have open source licence and be 
available for other users (Gpaw) 
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Center of Atomic -scale Meterials  Design  
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