M UNIVERSITYoTARTU

INSTITUTE OF COMPUTER SCIENCE

Desktop to Cloud Migration of
Scientific Experiments

SatishNarayaneSrirama
Chriswillmore
Vladislavvanistsev
PelleJakovits

CCGrid 2012vay 1316, 2012, Ottawa, Canada



Desktop to Cloud Migration

A D2CM is a tool developed in the University of Tartu
as part of an FP7 project called REMICS
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A Enables scientists to deploy scientific experiments or
Cloud infrastructure

A Main assumptions:

I Non computerscientists do not havsignificant knowledge
of computer science;louds and migration procedurg

I They are only interested in submiting an experimamd
collectngthe resultsafter some time.
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Goals

A Simplify the use of cloud resources

I Slentists often work with virtual machines to
separate their work and computational experiments

A Support full startto-end migration of scientific
experiments to the cloud

A Retain total control over the environment and
Installed libraries.

I Choosing correct optimization libraries is vital for HPC
A Be easy to use
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Goals

AEnable to scale up scientific experiments

I Horizontalscalability

AConcurrent execution of parallel subtasks
I MPI, OpenMP, ...

ABatch processing
I Multiple experiments at once

I Vertical scalability
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D2CM execution flow

A Enter cloud credentials

A Add desktop image

A Migrate the image to a specific cloud (region)
A Specify deployment template

A Create a new deployment from the template
A Run the deployment in a specific cloud

A Monitor the deployment

A Download the results
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Migration

A Started with migration to Amazon and Eucalyptus
| Both based on XEN
I Proofof-Concept implementation

A Use a prepared image in VirtualBox, where
everything needed for the experiment is installed.
A Transform it into a compatible cloud image
I Package kernels
i Install additional software

A Move it to the target cloud
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Deployment

A Uses deployment templates to describe the
configuration of the laaS resources.

I Define roles
A Instance type/resources allocated
A Number of instances

I Define actions for each role
A Uploads
A Initialization commands
A Run commands
A Deployment ending conditions
A Downloads
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DT : DeploymentTemplate
name : undef = "GPAW Experiment"”

master : RoleTemplate i slave : RoleTemplate Amazon EC2 : Cloud
i ' Derived i
Derived ! : | Derived

! EX : Deployment ! ml.xlarge : InstanceType
l problemSize : = 300 i memory : = 15
i ! cpu: =8x2
: ! price: = 50.64

R1 : Rolelnstance R2 : Roleinstance Runs on

count: =1 count: =3

ml.large : InstanceType
D’ memory : = 7.5

cpu: =4x2

price : = $0.32

Runs on
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Deploy experiments

A Start the required instances
I Certain number for each role
I Certan type of cloud instance

A Execute the deployment scripts and
commands

A Run the experiment
A Track the ending conditions for roles



Monitoring

A Uses CollectD to keep track of Linux Virtual machine
I Memory usage
I Processor load
I Network

A Combined and separate graphical views for roles

A Scientist can see how well the resources are utilized

A Provides feedback

I Is the deployment working as intended
I Was the deployment chosen correctly

) !
f e
=)

2
&
)]



P P=rcentage

S HEDREN

Monitoring

CPU Usage Across Cluster

18 Go 20: da i Bd Bd: B3 o ol 0d: oo GE: Go a&: do 16 3d

8 cPU User B CPL Systen B CFU Steal

i
(18]
50
40
3a
20
la

Memory

Memary Across Cluser

[ e e T . B L -y

! F
18: a0 20: 80 22 g Bl pa 2: g 04: 08 a6 g ge: ao 1g: ao

B Henory Used B Mencry Fres

Pelle Jakovits

11



Cost prediction

A Monetary cost is important when running
experiments in public cloud

I Price per hour cost

I Estimating the total runtime based garevious
experiments

Instance Core Total EC2 Total RAM Runtime Cost

TestID Count Count Units (GB) (Hrs) (USD)
22 | 4 8 15 4.3 3.8
22vdw 2 8 16 30 1 1.52
32 2 8 16 30 45.7‘ 69.92
34 8 32 64 120 46.25  285.76
42 4 16 32 60 26.3 82.08
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Add Image X
Images | AMIs | Deploym
Image name:

¥ ubuntu.euca-scicloud-n|
AWS UserID (728681021428 ami-a2e21ccb

amazon Name |amazon

gpaw-0.9

. Add a desktop image:
AWS Key ID |ALKJSLOUGIEUOJEJIOJEOIW] ubuntu.euca-sciclou

/home/sina/Desktop/worker.vdi
AWS Secret Access Key | KsLj1eJSalsr1tkjyL2ulLwjvb32gjswa32e

Browse
EC2 Certificate | fhome/sina/.ec2/cert.pem .
Select associated cloud:
EC2 Private Key | fhome/sina/.ec2/pk.pem re—— -
| Save |
Create |
Cancel

| Add New Credential |

| Close |

Add Image

Add Image

Deployment Template Creation Wizard

IAdd Role - @ &2 Q%

MName

Images | AMIs | Deployment ubuntu.euca-scicloud-mpiv2 fimage.manifest.xml
: - - Images | AMIs | Deployment Templates/Deployments | Kernels | Ramdisks

v cnmenciios:  @Xperiment-11-04-12:U4N9XV

* ec2_mpi

Uploads . .
- Overview | Log /Events | Monitorin

Source] /home/sinafexp1.sh Destination ftmp/exp1.sh | Add 9/ 9
Events

Start Scripts _

ssh-keyscan -f ftmp/d2 c.context -t rsa >> ~/.ssh/known_hosts |  Add | Event Time

. COLLECTING_DATA 2012-04-15T22:27:50.271432

Async Start Scripts

bash /tmp/exp?.sh [rr— DATA_COLLECTED 2012-04-15T22:27:50.271703
INSTANCES LAUNCHED 2012-04-15T22:26:52.798278

File Done Check Log

tmp/done.txt Add . o

ftme/ o2 Cs | Role Slave Returning true for finished test

Data to Collect Role Master Returning true for finished test

Jtmp/output.bxt |  Add | Stopping roles

Roles stopped

Downloading data from instance -308d1c57 to /home/sina/.d2c/deployments/
experiment-11-04-12/U4N9XV/22//-308d1c57/tmp/output.bxt...

Done

Reservation r-bae2c3d9 successfully terminated

Reservation r-80e2c3e3 successfully terminated

| Add NewRole | Cancel |
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Use Case

A Running computational elecrochemical

experiments in the cloud, using
I GPAW Grid-baseProjectorAugmented Wave Method

I ASE- Atomic Simulation Environment

A Improving the design of supercapasitors by
simulatingand studyng room temperature
lonic liquids (RTIL)

I Improve the energy density of supercapasitors
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Setup to be migrated

A Clusters and desktop PCs with custom
configuration
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GPAW0.8

|
I ASE 3.5.1
:
|
|

BLAS, LAPACK, BLAC&I APACK

I Python 2.6 NumPyl.5
I OpenMPhlnd etc.



Use case execution

A Use an existing Virtualbox image
A Migrate the VM image to local and public cloud
A Define the deployment template

A Deploy experiments in:
I VirtualBox: confirm that everything works
I Local cloud: confirm the size of needed deployment
I Public cloud: running the actual experiment

A Monitor the proccess

A Access the downloaded results

A Reuse migrated images and deployment templates to
run new experiments
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Feedback from users

A Convinient to run experiments by cloning and
modifying previous deploments

A Sim

nle vertical scalability is extremely useful

A Monitoring is important

A Should have open source licence and be
available for other users (Gpaw)
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