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D2CM is a tool for migrating and deploying expreiments applications in the cloud. The idea is to 
migrate the complete desktop environment, with which the scientist is working daily, directly to the 
cloud. The tool seeks to mitigate potential problems of this often laborious task by taking the entire 
environment as-is, provided it is within a virtual environment. 

The D2CM tool is developed in Python and provides three main facilities: 

¶ Image migration. Transforming a user supplied VirtualBox image to the Amazon Machine Image 
(AMI) format or Eucalyptus compatible XEN image and uploading it to the target cloud 

¶ Defining the deployment templates. Describing the deployment infrastructure and the life-cycle of 
migrated system. 

¶ Deploying the migrated application on Amazon's Elastic Cloud Computing (EC2) platform or 
compatible infrastructure, such as Eucalyptus. 

The tool also has support for extracting the results and monitoring the health of the cluster while the 
application is running on the cloud.  

This document will provide a user guide for using the D2CM tool to migrate a local VirtualBox image to 
either private Eucalyptus or public Amazon and will also describe how to deploy experiments using the 
migrated system.  

 

1.1 Creating a virtual machine 

The tool expects a VirtualBox Disk Image (VDI) file of a stopped virtual machine where all the software 
components have been set up by running VirtualBox, installing Ubuntu and all the software 
components using the usual approach, whether this is the usual virtual machine the scientist is 
working or a newly created one. Once the image file has been created the user can proceed to 
migrating it using D2CM tool.  

 

1.2 Migration process 

The requirement of the migration process at least one existing virtual machine image that is able to run 
non-interactive experiments. The virtual machine images must have an SSH server installed in them 
and configured to allow root login using a private SSH key.  
 

1.2.1 Specifying credentials 

As the first step, user has to supply the D2CM tool with cloud credentials for either Amazon EC2 or 
Eucalyptus based private cloud. The required credential types are same for both EC2 and Eucalyptus 
based cloud as they use the same command line interface API for accessing the cloud services. (As 
shown on Figure 1) And they are: 
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¶ Name ï Arbitrary name for the credentials, only used by the D2CM tool.   

¶ User ID ï Cloud user ID. 

¶ Access Key ï Textual key string provided by cloud. 

¶ Secret Key ï Textual secret key string provided by cloud. 

¶ User certificate ï Location of the user certificate file in the local file system.    

¶ Private Key ï Location of the private key file in the local system.  

 

 
Figure 1. Specifying the cloud credentials 

 

1.2.2 Registering local Image 

The second step is importing a new virtual machine image to the D2CM tool. User registers a desktop 
image with the tool by clicking the ñAdd imageò button as shown on Figure 2. The whole process 
involves choosing a name for the image, the image file located in the local machine and the target 
cloud for this image. The association can be changed later and a single image can be migrated to a 
more than one cloud. 
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Figure 2. Importing a new VirtualBox image 

 

1.2.3 Initiating Migration 

The user can then select to initiate the migration process by pressing the ñCreate AMIò button, as 
shown on Figure 3. After which the user is prompted to pick by choosing the target cloud (Figure 4), its 
availability region, existing cloud kernel (Figure 5), ramdisk (Figure 6) and and bucket name (Figure 7) 
in the cloud file system, where the virtual machine image will be stored.   
 
The tool uploads the transformed image to Amazonôs Simple Storage Service (S3) or to Walrus in 
case of Eucalyptus. The tool then registers the image with the EC2/Eucalyptus, declaring default 
settings such as suitable system architecture, default kernel and ramdisk, default instance type, etc. 
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Figure 3. Initiating the virtual image transformation 

 
 
 

 

Figure 4. Choosing a destination cloud for the image to be migrated 
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Figure 5. Choosing a kernel for the image to be migrated 
 

 

Figure 6. Choosing a Ramdisk for the image to be migrated 
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Figure 7. Choosing the bucket name for the image to specify the location and name for 
the migrated image. 
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Figure 8. View of the image migration process 

1.2.4 Image Transformation 

Once the migration process has been initiated, the tool proceeds with the image transformation steps 
making any changes to a separate image file, to preserve the integrity of the source image. It allows 
us to use the same source image several times for different clouds. 
Upon the completion of the transformation of the image files, the tool uploads the images to Amazon's 
Simple Storage Service (S3) or to Walrus in case of Eucalyptus. Once cloud image has been 
successfully uploaded, the tool registers the image with clouds services, defining the default settings 
such as suitable system architecture, kernels, default instance type, etc.  
 
All images are registered by default as private, only authorizing read and boot access to the account 
which uploaded and registered the image. The duration of the entire transformation and upload 
procedure can vary greatly depending on the size of the image and internet connection speed. At this 
point, the userôs image is ready to run on the cloud. This process must be repeated for each unique 
desktop image required for the distributed application. 
 

1.3 Describing the deployment 

After the target system had been migrated, we also need to define a deployment template for the 
system and execute it. A deployment consists of one or more roles. A role is defined by a deployment 
unique name, association to a cloud image, instance count and type, and life-cycle scripting. There 
may be a many to one relationship between roles and a unique cloud image. The instance count 
defines the number of virtual machines of specified type that will be allocated upon deployment start-
up. Roles include optional life-cycle scripts that the deployment manager invokes at the appropriate 
stage.  
 
When a user wants to deploy an migrated application in the cloud, he has to define the following 
deployment configuration in the D2CM: 
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1. Deployment name and the size of the experiment to be conducted. Size is used for comparing 

the computational complexity of separate deployments.  

2. Deployment roles for the virtual machines that will be deployed. For each role: 

a. The name of the migrated virtual machine image that this role uses 

b. The cloud instance type, defining how much computer resources role instances get.  

c. Number of instances. 

d. Input files that should be uploaded to the role instances.   

e. Start-up command(s) executed then the virtual machine boots,  

f. Initiation commands that specify what command starts the experiment 

g. Ending condition for checking when the experiment has been finished.  

h. Download actions that specify which files are downloaded once the experiment is 

done. 

3. What cloud the deployment will run on.  

Figure 9 illustrates a typical deployment template that was used for executing scientific experiments in 
Amazon EC2.  
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Figure 9: Illustrative deployment template for an experiment 
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Figure 10. Creating a new deployment template 

 
 

 
Figure 11. Adding roles for the new deployment 
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Figure 12 View of the added roles. 

 
 
 

 
Figure 13. Choosing in which cloud the deployment is deployed in. 
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Figure 14. Choosing the instance types and count for each of the roles in the 
deployment.  

 
 

1.4 Deployment process 

Once the deployment template has been defined, the user can create a deployment instance from the 
model and initiate the deployment execution by pressing the button ñDeployò as illustrated on Figure 
15Error! Reference source not found.. User has also an option to delete an existing deployment or 
to create a clone of it. Cloning a deployment creates a new deployment with the same configuration, 
which the user can then modify or deploy, allowing the user to speed up updating deployments and 
still keeping all the data about previously run ones. This is especially useful for scientific experiments 
for which it is common to keep changing the parameters of experiments before repeating them.   
 

Once user initiates the deployment, the tool prompts the user with a calculated hourly price for the 
chosen configuration and asks if the user is sure to continue. (See Figure 16) When user presses 
ñYesò button, the tool continues into deployment lifecycle process and starts displaying the state of the 
deployment in ñLog /Eventsò tab.  (See Figure 17) 
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Figure 15. Staring a new deployment instance 
 

 

 

Figure 16. Confirming the hourly EC2 instance price for the deployment 
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Once the deployment is initiated, The life-cycle of the deployment proceeds through the following 
phases in the D2CM tool:  

¶ Reservation ï Upon initiation, the tool iterates through deployment roles and reserves 

instances matching user specifications. If the request cannot be completely fulfilled by EC2, 

any successful allocation is released and the process ends. The moment instances are 

reserved, AWS begins charging the user's account. Prior to actual reservation, the tool 

prompts the user for confirmation, displaying the per hour rate in USD as determined by the 

deployment's instance type and count. 

¶ Contextualization ï The tool enables all deployed cloud instances to discover each otherôs 

IPôs and to be able to connect to each other. When all instances within a deployment are 

assigned IP addresses, the tool installs a text file containing all addresses on each host in the 

deployment. This is often required for parallel processing or any other kind of co-operative 

processing.  

¶ Upload ï Tool executes the upload actions specified in the deployment description, allowing 

the user to install files on the instances which were not bundled with the image. These files 

may either correct minor image defects or supply experiment specific input. 

¶ Start-up ï Tool executed start-actions specified in the deployment description. It executes all 

given commands for each instance in each role in serial manner. This functionality allows 

users to make modifications to deployment hosts that are guaranteed to finish before starting 

any main scripts, which are run using the asynchronous actions. 

¶ Execution - Once all the cloud instances have been stared up, the tool executes user defined 

asynchronous-actions defined in the deployment template that initiates the migrated system 

main process. In our case, these are the scientific experiments.  The action is asynchronous in 

that it logs on to the remote instance, executes the user's script in a daemonising (with nohup) 

wrapper, and then immediately ends the remote connection. 

¶ Completion monitoring ï The tool periodically checks the ending condition of the 

deployment to find out when the deployment should be terminated.  The end condition can be 

an entry in a log file or existence of a specific file in the machine. The only option provided 

currently, is the ability to monitor for the presence of a file on an instance. The tool continually 

polls the instances of roles with the specified check. If no check is provided for a given role, 

that role is automatically assumed to be in the finished state. Only when all roles are in the 

finished state, the program proceeds to finalization. 

¶ Finalization ï The tool executes user-defined download-actions to store the results of the 

deployment outside the cloud instances as any data on the instances is lost when the virtual 

machines are terminated.  

¶ Termination - Upon the completion of finalization the deployment is shut down and all cloud 

instances associated with the deployment are terminated. 

 
Once the tool has terminated the deployment, it prints out a path to a local deployment folder, from 
where all the downloaded results can be accessed by the user as seen from Figure 18. 
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Figure 17. View of the experiment deployment process 
 

 

 

Figure 18. View of a finished deployment. 
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1.5 Monitoring the deployed system 

D2CM tool enables monitoring the condition of deployed virtual machines to see that they are working 
properly and to be able to estimate whether the deployment configuration, number of instances per 
each role and the instance capabilities were chosen correctly.  
 
CollectD is a UNIX daemon that collects transfers and stores computer performance data in a Round-
Robin Database (RRD). RRD is a fixed size circular data structure for time-series data. When the data 
structure gets full, the old data is overwritten in a circular manner and the entry-point of the structure is 
updated. This provides a convenient way to store and transfer computer performance parameters as 
the size of the database stays constant. For displaying the data in a graphical manner, we use the 
rrdTool software, which generates graphs from rrd files. CollectD must be installed on the target virtual 
machine, which the D2CM takes care of itself after the virtual machines boot.  
 
When the tool deploys roles for which the monitoring has been activated, it will additionally install 
CollectD on each of the involved instances and activate its services. Every few minutes RRD files 
which contain the performance data are downloaded and the diagrams are generated and displayed to 
the user. To turn on the performance monitoring the user has to edit the roles one at a time and 
activate the ñMonitoring activatedò checkbox as show on Figure 19.  

 

 
Figure 19 Turning Monitoring on for a role 

 
The data that the D2CM tool collects and displays is CPU (Figure 20) and Memory (Figure 21) usage 
and machine load. Users can use this information to estimate how efficiently was the deployment 
configure chosen. For example, from Figure 21Error! Reference source not found., it is clear that 
most of the memory is never used in full capacity and thus it would have more efficient to choose 
cloud instances with less memory instead.  






